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Federated Learning (FL)

* Collaborative learning without sharing private data

Global Iteration 1

Client
selection

4 50

e 0
Iteration

 Horizontal FL t
* Train homogeneous model
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Why Federated Learning?

@ Data ownership ~ ‘® ‘
> |@

@ Data privacy
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11D Non-IID

Client 1 Client 2 Client 1 Client 2
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Key Challenges *
« Data V

heterogeneity
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Stragglers
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*Images are generated using DALL-E

Purpose
Challenges

Algorithms N - Use-cases
Generic :

Fed-FiS  Fed-MOFS

PerMFL FedloT
Fed-MOODS FedHealth
FedMEM
Fed-Rec
FedScore
Clustered-FedDC R ' Event Privacy
pe ecommender

Use-case specific svstem memorability advisor
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Scopes and Assumptions

Scopes

Assumptions

* Horizontal federated learning

* Homogeneous model training

* Clients have full (Cross-Silo) and
partial participation (Cross-

Device)

28 november 2024
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* Data privacy

e Secured communication

* Model security
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Research Objectives and Contributions

Data heterogeneity
RO1: Develop algorithms for feature @

selection in federated settings

Paper | &Il
RO3: Develop personalized FL
algorithm for multi-tier settings @
Paper IV
RO4: Develop FL-enabled @
solutions for different use-cases
PaperV &VI

System heterogeneity

RO2: Develop algorithm for
optimal client selection in
federated learning

A

Paper

28 november 2024

Paper I: Fed-FiS: A Novel Information-Theoretic Federated
Feature Selection for Learning Stability

Paper ll: Optimized and Adaptive Federated Learning for
Straggler-Resilient Device Selection

Paper Ill: Cost-Efficient Feature Selection for Horizontal
Federated Learning

Paper IV: Personalized Multi-tier Federated Learning

Paper V: Predicting Event Memorability using Personalized

Federated Learning
Paper VI: The Case for Federated Learning in Developing

Personalized Image Privacy Advisor
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Problem Effect Solution Impact
. E:’:earogeneity " Leamning % Featur.e e Learning N
selection

* Features

e Biasin
features
across clients

* Training time 8'

* Performance ‘

Paperlandlll

NI"I’;\/]"*\,jA

|
l l

Fed-FiS Fed-MOFS

m) Objective RO1
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Contributions

. FCMI FFMI
Local featu re subset Scores ccores
selection
f17f2’f37
* FCMI (Relevance) Higher fs, fo Lower
* FFMI (Redundancy) FCMI | Cluster, M| Clustery T fufnfnl Juf
e Clustering score b f
f47f6af7a 102,73 . .
£, Fio f4, fe, fo Unl?n of cluster with
 Global feature subset higher FCMI and
. Clustery Clustersy lower FFMI score
selection
* Fed-FiS (Score-function)
S( 1) FCMI: Feature Class Mutual Information
* Fed-MOFS (Multi-
objective optimization) FFMI: Feature Feature Mutual Information
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Results and Analysis

Performance across non-1ID data setting

1.000; Fed-mRMR B Fed-MOFS E= Fed-FiS

0.98

Performance 0.975¢ =

* Fed-MOFSvs Fed—;RMR 0.950 %/
¢« 4%-5% |

o 0.925 - " /
+ Fed-FiS vs Fed-mRMR p 0900 // %
L -
0.825¢ // ) / %

0.800 107/0.6 ISOLET/0.39 synthetic/0.6

Dataset/Feature Selection Ratio
Source code
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Results and Analysis

Efficiency

e Fed-FiS vs FSHFL
e atleast2.46x
e atmost 11x

1

e Fed-MOFSvs FSHFL

e atleast 2.3x
e atmost 10.7x

Source code
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]

Wall-clock running time of federated feature
selection algorithms

“n 30 77 Fed-FiS N Fed-MOFS == FSHFL

-8 25.37

O 25}

o —
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Problem Effect Solution Impact
2N

 Performance ‘mﬂm‘ * Training 8 "

Strategic Client time
. Device selection

heterogeneity | COnvergencel l \ /
 Performance —fllll .
* Training 8 t Fed-MOODS Al
time
* Convergence t

Paper ll # Objective RO2
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Contributions

* Fed-MOODS

* Device ranking based on the availability of
* Processing capacity (AP)
* Memory (AM)

- Bandwidth (AB)

* Adaptive device selection
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e Adaptive device 9
selectlon
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P 6

e
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Po0
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[Q Devices
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Results and Analysis Fed-MOODS vs Random selection

FedProx FedAvg — LA

Source code

o))
o

Performance when
90% are stragglers

Ul

o
N
O
Ul
un

IR

49.23

N
o

With Fed-MOODS

15.84

Fed-MOODS Random Fed-MOODS Random

Models
Dataset: CIFAR10

e FedProx 39.55%

=
o

* FedAvg 33.39%

o
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Problem Effect Solution Impact
* (Generalization
 Data erformance * Performance
heterogeneity P Personalized
® © | =00
l Client i Client | 1 Clienti Client]j
* Client . Convergence l PerMFL - Convergence t
drift .
* Global t Global l
iteration

iteration

Paper lll # Objective (RO3)
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— Personalized

Contributions

modeli
— kth Team
* PerMFL model
* Aglobal model | Personalized
. model
« Personalized team J
models ‘. «— Global model
* Personalized device \\
models el —@ @ O~ Personalized
modeli
(D v v mt Team
[ ] ¥ ™~ ™= o oo —
@ D . ® model
_____ Personalized

del |
\ / Mo
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Source code

Results and Analysis

Non-convex

100.0;
98.15 -/ 84.92

97.5 7 >‘85 /

95.0} O sol

92.5/ / / 90.75  91.04 C |

90.0} / 89.39 / / =
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Dataset:MNIST Models Dataset: Synthetic

* Performance of PerMFL (PM) * Performance of PerMFL (GM)
Non-convex t Convex t Non-convex = | Convex t
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Visual Lifelog

* Visual life-log images acquired via wearable cameras |\
* Automatically record life moments
* 2images per minto 30 FPS
* ~1500 images per day

Memory augmentation - Periodic review
of memorable events, interactions, etc.

Public
transport
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Event Memorability

-‘ Level of I
Event Memorability model evel of memory reca
induced

Lifelog data

0 - Absolutely no memory
recall of the event

Not memyrble Memorable

R\

7 Lifelog Image

Contextual Data

—9 - Recall several vivid @
Tempora' context: details Of the event
Duration of event, Time

difference from start/end
of event, etc.

Visuo-semantic context:
Distinctness of image,
place, activity, presence
of human etc.

Use image in
memory/cognitive
training app
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Problem

*Image of inter-subject variation is generated using DALL-E

* Event
memorability
prediction

* Data

heterogeneity

* |nter-subject
variation

My Random
audience
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Lifelogger 1 Model L,
R
—>
Lifelogger n Model L,

Privacy  Accuracy

© ©

Self-rating
load

®

Siloed model
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Solution Effect

Privacy Accuracy

Model
Sharing
Trusted Server
‘W (_ee
—> : o0 o
Lifelogger 1 Persgnaﬁsed Parameter
\Model &1 Hpdate Self-rating load

m (o0 o . @

®Oe o ®
_ Personeﬁsed
Lifelogger n (_ Model 0, y

PaperV # Objective RO3 and RO4
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Contributions

FedMEM

* Clustered personalized FL

* Memorability Score Distribution - based Clustering
(MSDC) of the lifeloggers

* Model Similarity Score (MSC) between lifeloggers,
cluster model, and global model

* MSC based clustering
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Results and Analysis

[=]:

40 Performance
Source code
35} 34.47 FedMEM+MSC
g« Siloed
30} 2886 T 28.69 4.54%

* FedMEM+MSDC

&
X
%
%

F1-Score
N
ol
OO
P00 % %%
IS
%0205

I SRR 5.78%
— B3
sl 1500 — * Demlearn
\\iii I //// 5.61%
10 \ —— . 2/ * Baseline
Centralized DemLearn Siloed FedMEM + MSDC FedMEM + MSC
(Baseline) 1 947Cy0

Models
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Privacy Advisor

* Key functions « Recommendations for users
* Detect sensitive information « Advice on photo sharing
* Personalized risk assessment « Suggestions for obfuscation

Image privacy advisor application

»| Image being considered

Private image or Public image?

Privacy risk score for the image

Sensitive attributes- Personal info, location, habits etc.

Privacy label

Quantified risk perception

Attributes

Who can | share this with? - "Friends", "Family", "No one", "Any one"

Sharing scope

Advancing Federated Learning: Algorithms
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*Image of catis generated using DALL-E

Problem| Effect | Solution Impact

Non-federated
 Data Clustered-personalized FL | Privacy Accuracy

heterogeneity

Privacy Accuracy @ @
 Data scarcity ® @ ‘

* Inter-subject Data heterogeneity
variation

w N

» 5 L

- ) W
DJ_ ‘

Federated-global | Dajsy b Data
chaining scarcity

Privacy Accuracy

Client 1 Client 2 © @
Sharing

Private

# Objective RO3 and RO4

Paper Vi

other
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Contributions

ResourceFul (RF) X| «—
Available clients Data |
Resource-Limited (RL) \ «~—— scarcity
Dynamic-Clustered-FedDC Apriori-Clustered-FedDC
* RF and RL both performs daisy- * Clusters based on the personality
chaining of the users

* RL performs daisy-chaining
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Results and analysis

Performance (Sharing

Shari owner)
aring owner + Dynamic-Clustered-FedDC
(PM)

3 §\ s . 5% better than FedMEM
=54 \ - j:j:j:::j:j * 7% better than Baseline

\ = i % + 36% better than FedDC
& — l // B S e 41% better than FedProx
e A fwhe i s Do e * 43% better than FedAvg

FedDC (PM) FedDC (PM)

Source code
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Conclusion

Focused challenges 4 * Data heterogenelty.
* System heterogeneity
Paper | and IlI 4 Feature selection in horizontal FL

Paper | 4 Mitigation of stragglers’ effect in FL

Paper IV 4 Personalized FL in multi-tier settings
Event bilit dicti '

Paper V ‘ ven mgmora ility prediction using
personalized FL

Paper VI 4 Personalized image privacy advisor
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Future Scope

Model
heterogeneity

4 :Q‘;‘;}";fi‘ﬁtgency* Knowledge-Distillation in FL
Catastrophic

forgetting
+

* Rehearsal/Experience replay
Continual

data

Data e Task-aware FL

heterogeneity
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