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Federated learning is a distributed learning paradigm that involves remote devices or siloed edge servers to learn a collaborative model by keeping data private.

Training in a heterogeneous environment and a potentially huge network introduces unique challenges from large-scale distributed learning and optimization. In this

project, we explore different characteristics and challenges (system and statistical heterogeneity) of federated learning and provide unique solutions to mitigate

those challenges.

Introduction

Challenges

➢Federated Learning

➢Distributed

➢Collaborative

➢Privacy-preserved

➢ Statistical Heterogeneity

➢ System Heterogeneity

(stragglers)
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Research Questions?

➢ Health care

➢ How to mitigate the effect of

statistical heterogeneity and

reduce the communication

cost by personalizing the

model?

➢ How to learn federated

learning models from small

data?

➢ Expensive

Communications

➢ Privacy

Application area

➢ How do we select

features from the

dataset in a federated

environment?

➢ How to reduce the

effect of stragglers to

speed up federated

learning?

➢ Industrial-IoT ➢ Recommender system

➢ Anomaly detection

➢ Edge cloud

➢ Data division

➢ IID

➢ Non-IID

Current Work

Optimized and Adaptive Federated Learning for Straggler-

Resilient Device Selection

➢ Fed-MOODS, a straggler resilient Multi-

ObjectiveOptimization based adaptive

prioritizedDevice Selection approach.

➢ Fed-MOODS adaptively involve devices

in Federated learning.

Contributions

Framework Results

Analysis

Objectives

➢ The availability of the processing

capacity of each device,

➢ The availability of memory in devices,

and

➢ The bandwidth capacity of the

participating devices.

Fed-MOODS

1.The server collects meta-data and computes 
the objectives for each device.

2.Maximize these objective functions using 
Multi-objective optimization.

3.Rank each device based on the Pareto 
fronts.

Phase 1 (Device rank)

1.Select n' devices from the Pareto front.

2.Learn the global model collaboratively.

3.Add another set of devices from the Pareto 
fronts and learn the global model.

4.Continue steps 2 and 3 until the model 
converges.

Phase 2 

Test accuracy

Wall-clock time comparison
1. Fed-MOODS produces better performance

random.

2. Convergence of Fed-MOODS is quicker
than random device selection.

3. Fed-MOODS is 1.8× and 1.48× faster
than the benchmark model (FedAvg) with
random device participation on the MNIST
and FMNIST non-IID datasets, respectively.

➢ In this project, we are dealing with the challenges of the system and statistical

heterogeneity in federated learning.

➢ We raised 4 research questions that need to be solved to mitigate these challenges.

➢ Though we are proposing algorithms, we have identified five application areas where

the proposed solutions can be applied and assessed.

➢ In future, we are focusing on personalization to mitigate the effect of heterogeneity and

reduce the communication rounds.
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